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Probability as attitude of mind

The proposition of interest: “Will a specific event occur?”.

The attitude of mind: “How certain are we that the event will
occur?”.

Probability can be used to describe the mind’s attitude towards the
proposition whose truth we are not certain [?].

The higher the probability of an event, the more certain we are
that the event will occur.
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Applying probability

In an applied sense, probability is a measure of the likeliness that a
random event will occur.

This raises the question: “What is a random event”?

Kolmogorov’s axiomatics ignores this question: instead, it proposes
a calculus with unspecified “random events”.
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Randomness

Using a cocktail of computability theory, probability theory and
Shannon’s information theory, algorithmic information theory [?]
defines/studies various “algorithmic random objects”.

The set of Martin-Löf algorithmic random reals is a model of
“random events” for Lebesgue’s probability.

“True randomness” does not exist from a mathematical point of
view.

4 / 1



Entropy

Shannon’s entropy is a measure of the average information content
one is missing when one does not know the value of the random
variable.

There are many notions of “entropy”. All seem to be intrinsically
random-based...

Algorithmically coding theorem [?]: Shannon’s entropy is up to an
additive constant equal to prefix complexity, a pure deterministic
concept.
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Probability as convenience

By interpreting some events as “random” we can solve problems:

I efficiently testing primality (theoretically easy, practically hard)

I solving the halting problem (algorithmically unsolvable).
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Probability as necessity

Quantum mechanics seems to requiry probability.

Under some natural assumptions, ‘quantum randomness’ can be
proved to be strongly incomputable [?].

Our paper [?] describes a quantum random generator which
produces “incomputable quantum random bits”.

Suggestion: there are different forms of ‘quantum randomness’.
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